Using the TotalView ReplayEngine with
IntelMPI

The TotalView ReplayEngine is a unique feature of TotalView that allows you to step backwards through your
program to identify causes of bugs more easily. Because this is a new feature, its integration with MPI libraries
currently has some issues; please use the following instructions to launch a session properly.

1.) Request a PBS graphical interactive session. For example, two Harpertown nodes (be sure to replace
<SPONSOR_CODE> with the group id you use for PBS):

xsub -1 -1

sel ect =2: ncpus=8: proc=harp, wal | ti me=8: 00: 00 -W

group_l i st =<SPONSOR_CCODE>

2.) Load IntelMPI and the latest TotalView module. As of the publication of this document, "mpi/impi-3.2.011" and
"tool/tview-8.6.2.2" is a combination that is well-tested.

3.) Build your application with the "-g -traceback" debug flags (and no optimization flags like -O1, -O2, -O3, or -fast).

4.) Set environment variables. For sh/ksh/bash shells:
export | _MPI _DEVI CE=sock
export TVDSVRLAUNCHCMD=ssh

For csh/tcsh shells:
setenv | _MPI _DEVI CE sock
set env TVDSVRLAUNCHCMD ssh

5.) Start mpdboot for your session (where <NUMBER_OF_NODES> is the number of nodes you've requested in
your PBS session):

npdboot -n

<NUMBER_OF NODES> -r ssh -f $PBS NODEFI LE

6.) Launch Totalview with your executable:
total view ./ nyprog. x

7.) In the dialog that appears, entitled "Startup Parameters - myprog.x", select the following option: "Enable
ReplayEngine". Then, go to the "Parallel" tab and from the "Parallel System" drop-down menu select "Intel MPI". For
"Tasks", enter the number of MPI processes you'd like to run with, and for "Nodes" enter the number of nodes you'd
like to use. Select "OK" when finished.
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860 % Startup Parameters - myprog.x

Debugging Options | Arguments | Standard 170§ Parallel

I” Enahle ReplayEngine
Record all program state while running. Roll back your program to any paoint in the past.

-l Enable memory debugging
Track dynamic memory allocations. Catch common errors, leaks, and show repors.
I I©' Halt on memany errors

™ Show Startup Parameters when TotalView stars

Changes take effect at process starup.

8]8 | Cann::ell Help |
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860 % Startup Parameters - myprog.x

Debugging Options § Arguments

1] r
aAdditional starter arguments:

™ Show Startup Parameters when TotalView starts

Changes take effect at process statup.

)8 | Cann:ell Help |

8.) The code from your application should now be visible in the main window. Set breakpoints as you wish, and
begin the run. When the code reaches a breakpoint, the ReplayEngine features should be available. The buttons on
the toolbar labeled "Prev", "UnStep", and "Caller" should be active. If you select any line above the breakpoint, the
"BackTo" button will become active as well. The "Live" button becomes active once you begin stepping backward
through the code.

P
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06 X myprog.x.6

File Edit View Group Process Thread Action Point Debug  Tools  Window Help

pIIN ) FPTE T T E E B

Go Halt Kill Restart|Me=t Step Out Bun To|Prey Un: Aller BackTo Live
Rank B: myprog.<.6 (Stopped)

WL Thread 1 (16430): myproga (Stopped) <Trace Trap= IR

Stack Trace .| Stack Frame
[f20] main, FE=TEf£f503=000 |5 ||Function "main": A |
madir, FP=TEEEE593:020 No argquments. _
libe start main, FP=Tff£f£5093e0el Local wariables:
_start, FP=TEfEEE5093:0£0 sumtype: 2
sizetype: 1
1err: 0 {0x00000000%
ii: 0 {0x00000000)
re: 32767 (0x00007££1)
i 32767 (0x00007££1)
FUMpLocs 16 {0x000000107%
2l e n nanaanna) b
Function main in pi3fa0.fao0 [<1 =]
41 sizetype =1 A
42 sumtype =2
43
44 1 do
45 if { myid .eg. 0O ) then
de | write(f, 98)
4701 93 format('Enter the rumber of interwals: (0 quits)')
48 1 readi5, 99% n
491 99 format {110}
&0 n=20000000
b1 endif
E&
= call MPI _BCAST(n, 1, MPI_INTEGEE, 0, MPT_COMM WORLD, ierc)f
L4
EE check for quit signal
EE | if (n .le. O3 exit
&7
58 caloculate the interval size

I* h = 1.040/n
El I'3omp parallel do

(4 do ii=1, 100
63 sum = 0.0d0 £
| =
Action Points | Processes | Threads
1 pi3fo0. £90#50 main+0xE0c A
A
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ReplayEngine features

The following is taken from documentation on Etnus's website regarding ReplayEngine features:

Prev tells ReplayEngine to display the state that existed when the previous statement executed. If that line had a
function call, Prev skips over the call.

Unstep tells ReplayEngine to display the state that existed when the previous statement executed. If that line had a
function call, ReplayEngine moves to the last statement in that function.

Caller tells ReplayEngine to display that state that existed before the current routine was called.

BackTo tells ReplayEngine to display the program's state for the line you select. This line must have executed prior
to the currently displayed line. If you wish to move forward within replay mode, select a line and select the Run To
button.

Live tells ReplayEngine to shift from replay mode to record mode. It also displays the statement that would have
executed if you had not moved into ReplayMode.
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http://www.totalviewtech.com/support-other/documentation/replayengine/html_files/NEW-Getting_Started_with_ReplayEngine-1-4.html

